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Scheduling and Prediction 
on the Grid

• First step of Grid computing – basic functionality
– Run my job
– Transfer my data
– Security

• Next step – more efficient use of the resources
– Scheduling
– Prediction
– Monitoring



How can these
resources be used effectively?

• Efficient scheduling
– Selection of resources
– Mapping of tasks to resources
– Allocating data

• Accurate prediction of performance
• Good performance prediction modeling 

techniques



Replica Selection

• Why not use something like Network 
Weather Service (NWS) probes?
– Wolski and Swany, UCSB
– Logging and prediction
– Small data transfers
– CPU load, memory, etc.
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4. Performance Monitoring:  NWS Sensors





CPU Sensor





Network Sensor
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5. Forecasting



? Promotes extensibility























“Future” developments…







Outline:

\ My history; my monitoring stuff; cf. previous / continuing HEP
monitoring infrastructure.

\ My old Coke / Intel comparison forecast

o History / people of the NWS project

o NWS is distributed as part of…

o 

o 

\ Take a look at including a bit of Jenny Schopf’s stuff on
prognostication.

o 

o 


